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Abstract
In a series of recent papers the author has introduced the notion of (regular) pseudo-bosons showing, in particular, that two number-like operators, whose spectra are $N_0 := \mathbb{N} \cup \{0\}$, can be naturally introduced. Here we extend this construction to operators with rather more general spectra. Of course, this generalization can be applied to many more physical systems. We discuss several examples of our framework.
I Introduction

In a series of recent papers [1, 2, 3, 4, 5], we have investigated some mathematical aspects of the so-called pseudo-bosons (PB), originally introduced by Trifonov in [6]. They arise from the canonical commutation relation $[a, a^\dagger] = \mathbb{I}$ upon replacing $a^\dagger$ by another (unbounded) operator $b$ not (in general) related to $a$: $[a, b] = \mathbb{I}$. We have shown that, under suitable assumptions, $N = ba$ and $N^\dagger = a^\dagger b^\dagger$ can be both diagonalized, and that their spectra coincide with the set of natural numbers (including 0), $\mathbb{N}_0$. However the sets of related eigenvectors are not orthonormal (o.n) bases but, nevertheless, they are automatically biorthogonal. In most of the examples considered so far, they are bases of the Hilbert space of the system, $\mathcal{H}$, and, in some cases, they turn out to be Riesz bases.

In [7] and [8] some physical examples arising from concrete examples in quantum mechanics have been discussed. In particular, the difference between regular pseudo-bosons (RPB) and PB has been introduced: RPB, see Section II, arise when the eigenvectors of $N$ and $N^\dagger$ are mapped the ones into the others by a bounded operator with bounded inverse. If this operator is unbounded, then our PB are not regular. The strong limit of our construction is that it may be used successfully only for those operators, self-adjoint or not, for which the n-th eigenvalue $\lambda_n$ is linear in $n$: $\lambda_n = \omega n + k$, where $\omega$ and $k$ are real constants. As we have shown in [7] and [8], as well as in [9], this is exactly what happens in several interesting physical systems. However, the spectra of most quantum mechanical hamiltonians is not linear in $n$ so that it is natural to wonder which part of the structure of RPB, if any, can be extended to include these more general operators. Indeed this is possible, and this extension is the main result of this paper.

The paper is organized as follows: in the next section we introduce and discuss some features of $d$-dimensional PB. In Sections III we show how non-linear coherent states suggest a possible extension of RPB to operators with non-linear spectra. This will originate new excitations which we will call non-linear pseudo bosons (NLPB) and non-linear regular pseudo bosons (NLRPB). We will see that a similar structure as that for PB is recovered. Section IV is devoted to examples, while our conclusions are given in Section V.

II $d$-dimensional PB and RPB

In this section, for completeness sake, we review our construction for PB and RPB, which can be found in more details in [1, 5].
Let $\mathcal{H}$ be a given Hilbert space with scalar product $\langle \cdot , \cdot \rangle$ and related norm $\| \cdot \|$. We introduce $d$ pairs of operators, $a_j$ and $b_j$, $j = 1, 2, \ldots , d$, acting on $\mathcal{H}$ and satisfying the following commutation rules

$$[a_j, b_j] = \mathbb{I},$$

(2.1)

where $j = 1, 2, \ldots, d$, while all the other commutators are trivial. Of course, they collapse to the CCR’s for $d$ independent modes if $b_j = a_j^\dagger$, $j = 1, 2, \ldots , d$. Since $a_j$ and $b_j$ are unbounded operators, they cannot be defined on all of $\mathcal{H}$. Following [1], and writing $D^\infty (X) := \cap_{p \geq 0} D(\phi^p)$ (the common domain of all the powers of the operator $X$), we consider the following:

Assumption 1.– there exists a non-zero $\varphi_0 \in \mathcal{H}$ such that $a_j \varphi_0 = 0$, $j = 1, 2, \ldots , d$, and $\varphi_0 \in D^\infty (b_1) \cap D^\infty (b_2) \cap \cdots \cap D^\infty (b_d)$.

Assumption 2.– there exists a non-zero $\Psi_0 \in \mathcal{H}$ such that $b_j^\dagger \Psi_0 = 0$, $j = 1, 2, \ldots , d$, and $\Psi_0 \in D^\infty (a_1^\dagger) \cap D^\infty (a_2^\dagger) \cap \cdots \cap D^\infty (a_d^\dagger)$.

Under these assumptions we can introduce the following vectors in $\mathcal{H}$:

$$\begin{cases}
\varphi_n := \varphi_{n_1, n_2, \ldots , n_d} = \frac{1}{\sqrt{n_1! n_2! \cdots n_d!}} b_1^{n_1} b_2^{n_2} \cdots b_d^{n_d} \varphi_0 \\
\Psi_n := \Psi_{n_1, n_2, \ldots , n_d} = \frac{1}{\sqrt{n_1! n_2! \cdots n_d!}} a_1^{n_1} a_2^{n_2} \cdots a_d^{n_d} \Psi_0,
\end{cases}$$

(2.2)

where $n_j = 0, 1, 2, \ldots$ for all $j = 1, 2, \ldots , d$. Let us now define the unbounded operators $N_j := b_j a_j$ and $\Omega_j := N_j^\dagger = a_j^\dagger b_j^\dagger$, $j = 1, 2, \ldots , d$. It is possible to check that $\varphi_n$ belongs to the domain of $N_j$, $D(N_j)$, and $\Psi_n \in D(\Omega_j)$, for all possible $n$. Moreover,

$$N_j \varphi_n = n_j \varphi_n, \quad \Omega_j \Psi_n = n_j \Psi_n.$$  

(2.3)

Under the above assumptions, and if we chose the normalization of $\Psi_0$ and $\varphi_0$ in such a way that $\langle \Psi_0, \varphi_0 \rangle = 1$, we find that

$$\langle \Psi_n, \varphi_m \rangle = \delta_{n,m} = \prod_{j=1}^d \delta_{n_j, m_j}.$$  

(2.4)

Then the sets $\mathcal{F}_\varphi = \{\varphi_n\}$ and $\mathcal{F}_\psi = \{\psi_n\}$ are biorthogonal and, because of this, the vectors of each set are linearly independent. If we now call $D_\varphi$ and $D_\psi$ respectively the linear span of $\mathcal{F}_\varphi$ and $\mathcal{F}_\psi$, and $\mathcal{H}_\varphi$ and $\mathcal{H}_\psi$ their closures, we make the

Assumption 3.– The above Hilbert spaces all coincide: $\mathcal{H}_\varphi = \mathcal{H}_\psi = \mathcal{H}$.

This means, in particular, that both $\mathcal{F}_\varphi$ and $\mathcal{F}_\psi$ are bases of $\mathcal{H}$. Let us now introduce the operators $S_\varphi$ and $S_\psi$ via their action respectively on $\mathcal{F}_\psi$ and $\mathcal{F}_\varphi$:

$$S_\varphi \Psi_n = \varphi_n, \quad S_\psi \varphi_n = \Psi_n.$$  

(2.5)
for all \( n \), which also imply that \( \Psi_n = (S_{\Psi} S_{\varphi})\Psi_n \) and \( \varphi_n = (S_{\varphi} S_{\Psi})\varphi_n \), for all \( n \). Hence

\[
S_{\Psi} S_{\varphi} = S_{\varphi} S_{\Psi} = \mathbb{1} \quad \Rightarrow \quad S_{\Psi} = S_{\varphi}^{-1}.
\]

In other words, both \( S_{\Psi} \) and \( S_{\varphi} \) are invertible and one is the inverse of the other. Furthermore, they are both positive, well defined and symmetric, \([1]\). Moreover, it is possible to write these operators using the bra-ket notation as

\[
S_{\varphi} = \sum_n |\varphi_n><\varphi_n|, \quad S_{\Psi} = \sum_n |\Psi_n><\Psi_n|.
\]

These expressions are only formal, at this stage, since the series may not converge in the uniform topology and the operators \( S_{\varphi} \) and \( S_{\Psi} \) could be unbounded. Indeed we know, \([10]\), that two biorthogonal bases are related by a bounded operator, with bounded inverse, if and only if they are Riesz bases\(^1\). This is why we have also considered

**Assumption 4.** \( \mathcal{F}_{\varphi} \) and \( \mathcal{F}_{\Psi} \) are Riesz bases of \( \mathcal{H} \).

This assumption implies that \( S_{\varphi} \) and \( S_{\Psi} \) are bounded operators, whose domains can be taken to be all of \( \mathcal{H} \). Physical motivations have suggested to call pseudo-bosons (PB) those satisfying the first three assumptions, and regular pseudo-bosons (RPB) those satisfying also Assumption 4, \([9]\).

It is easy to check that

\[
S_{\Psi} N_j = \mathcal{N}_j S_{\Psi} \quad \text{and} \quad N_j S_{\varphi} = S_{\varphi} \mathcal{N}_j,
\]

\( j = 1, 2, \ldots, d \). This is related to the fact that the spectra of, say, \( N_1 \) and \( \mathcal{N}_1 \) coincide and that their eigenvectors are related by the operators \( S_{\varphi} \) and \( S_{\Psi} \), in agreement with the literature on intertwining operators.

### III Non-linear regular pseudo-bosons

In this section we will show how essentially the same general framework of RPB can be recovered in a different situation, that is when the operators \( N \) and \( \mathcal{N} \) have a non-linear spectra. The idea behind this generalization is the same which produces, starting from standard coherent states, non-linear coherent states, see \([11]\) and references therein.

\(^1\)Recall that a set of vectors \( \phi_1, \phi_2, \phi_3, \ldots \), is a Riesz basis of a Hilbert space \( \mathcal{H} \), if there exists a bounded operator \( V \), with bounded inverse, on \( \mathcal{H} \), and an orthonormal basis of \( \mathcal{H}, \varphi_1, \varphi_2, \varphi_3, \ldots \), such that \( \phi_j = V \varphi_j \), for all \( j = 1, 2, 3, \ldots \).
III.1 Non-linear coherent states

In the old literature, see [12] for instance, a standard coherent state is a vector arising from the action of the unitary operator $U(z) = e^{z a^\dagger - z \hat{a}}$, $z \in \mathbb{C}$ and $[a,a^\dagger] = \mathbb{1}$, on the vacuum of $a$, $\Phi_0$, $a\Phi_0 = 0$; $|z> = U(z)\Phi_0$. These normalized vectors can be written in other equivalent ways, introducing the o.n. basis $\{ \Phi_n, n \in \mathbb{N}_0 \}$ where $\Phi_n = \frac{(a^\dagger)^n}{\sqrt{n!}} \Phi_0$, as follows:

$$|z> = U(z)\Phi_0 = e^{-|z|^2/2}e^{z a^\dagger}\Phi_0 = e^{-|z|^2/2}\sum_{k=0}^{\infty} \frac{z^n}{\sqrt{n!}} \Phi_n. \quad (3.1)$$

It is well known that $|z>$ are eigenstate of $a$: $a|z> = z|z>$, and that they satisfy a resolution of the identity: $\frac{1}{\pi} \int d^2 z |z> < z | = \mathbb{1}$. They also saturate the Heisenberg uncertainty principle: let $q = \frac{a+a^\dagger}{\sqrt{2}}$, $p = \frac{a-a^\dagger}{i\sqrt{2}}$, $(\Delta X)^2 = < z, X^2 z > - < z, X z >^2$ for $X = q, p$. Then $\Delta q \Delta p = \frac{1}{2}$.

These properties are recovered using a different definition for the coherent states, see [11, 13] and references therein, which generalizes the one above. Starting from a sequence $\{ \epsilon_l, l \in \mathbb{N}_0 \}$, of non negative numbers, $\epsilon_l \geq 0$ for all $l \in \mathbb{N}_0$, it is possible to define some vectors, parametrized by a complex $z$, as follows:

$$\Xi(z) := N(|z|^2)^{-1/2} \sum_{k=0}^{\infty} \frac{z^n}{\sqrt{\epsilon_n}} \Phi_n, \quad (3.2)$$

where $N(|z|^2) = \sum_{k=0}^{\infty} \frac{|z|^\rho}{\epsilon_n!}$. With this choice we have $< \Xi, \Xi > = 1$ for all $|z| \leq \rho$, $\rho$ being the radius of convergence of the series for $N$, and where $\epsilon_0! = 1$ and $\epsilon_n! = \epsilon_1 \epsilon_2 \ldots \epsilon_n$. In particular, if $A$ is an operator satisfying $A\Phi_n = \sqrt{\epsilon_n} \Phi_{n-1}$, we deduce that $A\Xi(z) = z\Xi(z)$, so that these generalized coherent states are again eigenstates of the (generalized) annihilation operator $A$. Moreover, in [13] it is also shown that the existence of a resolution of the identity, that is the existence of a measure $d\nu(z, \Xi)$ such that $\int_{C_\rho} N(|z|^2) |\Xi(z) > < \Xi(z)|d\nu(z, \Xi) = \mathbb{1}$, is related to the existence of a solution of the following moment problem: we put $z = r e^{i\theta}$, $d\nu(z, \Xi) = d\theta d\lambda(r)$, $C_\rho = \{ z = r e^{i\theta}, \theta \in [0, 2\pi[, r \in [0, \rho[ \}$, then we want $d\lambda(r)$ to be such that

$$\int_0^\rho d\lambda(r) r^{2k} = \frac{x_k!}{2\pi^k}, \quad \forall k \in \mathbb{N}_0. \quad (3.3)$$

It is known that this problem has not always solution, but when it does, then a resolution of the identity can be established.

Finally, if we introduce two self-adjoint operators (the generalized position and momentum operators) $Q = \frac{A + A^\dagger}{\sqrt{2}}$, $P = \frac{A - A^\dagger}{i\sqrt{2}}$, then $\Xi(z)$ saturates the Heisenberg uncertainty principle, which now can be written as

$$\Delta Q \Delta P = \frac{1}{2} < AA^\dagger > - |z|^2. \quad (3.4)$$
Notice that, if \( x_k = k \), we recover the coherent states in (3.1).

III.2 Non linear RPB

Using a similar idea as that producing non-linear coherent states we will now show how the framework in Section II can be extended. The first difficulty is that, since in general \( \epsilon_n \neq n \), the commutation rule \( [a, b] = \mathbb{I} \) is not expected to hold anymore. Here \( \epsilon_n \) can be seen as the real \( n \)-th eigenvalue of a non necessarily self-adjoint operator, see below. Since \( \epsilon_n \) does not depend linearly on \( n \), in general, it is convenient to consider the following definition, which is slightly different from the one given for RPB. We begin with assuming that the sequence \( \{\epsilon_n\} \) is strictly increasing and that \( \epsilon_0 = 0 : 0 = \epsilon_0 < \epsilon_1 < \cdots < \epsilon_n < \cdots \). Then, given two operators \( a \) and \( b \) on the Hilbert space \( \mathcal{H} \),

**Definition 1** We will say that the triple \((a, b, \{\epsilon_n\})\) is a family of non-linear regular pseudo-bosons (NLRPB) if the following properties hold:

- **p1.** A non zero vector \( \Phi_0 \) exists in \( \mathcal{H} \) such that \( a \Phi_0 = 0 \) and \( \Phi_0 \in D^{\infty}(b) \).

- **p2.** A non zero vector \( \eta_0 \) exists in \( \mathcal{H} \) such that \( b^\dagger \eta_0 = 0 \) and \( \eta_0 \in D^{\infty}(a^\dagger) \).

- **p3.** Calling
  \[
  \Phi_n := \frac{1}{\sqrt{\epsilon_n!}} b^n \Phi_0, \quad \eta_n := \frac{1}{\sqrt{\epsilon_n!}} a^{\dagger n} \eta_0, \quad (3.5)
  \]
  we have, for all \( n \geq 0 \),
  \[
  a \Phi_n = \sqrt{\epsilon_n} \Phi_{n-1}, \quad b^\dagger \eta_n = \sqrt{\epsilon_n} \eta_{n-1}. \quad (3.6)
  \]

- **p4.** The sets \( \mathcal{F}_\Phi = \{\Phi_n, n \geq 0\} \) and \( \mathcal{F}_\eta = \{\eta_n, n \geq 0\} \) are bases of \( \mathcal{H} \).

- **p5.** \( \mathcal{F}_\Phi \) and \( \mathcal{F}_\eta \) are Riesz bases of \( \mathcal{H} \).

**Remarks:**

1. Notice that the definitions in (3.5) are well posed in the sense that, because of **p1** and **p2**, the vectors \( \Phi_n \) and \( \eta_n \) are well defined for all \( n \geq 0 \): indeed we have \( \Phi_0 \in D^{\infty}(b) \) and \( \eta_0 \in D^{\infty}(a^\dagger) \).

2. If **p5** is not satisfied, but the others do, then we call our particles non-linear pseudo-bosons (NLPB).

3. But for **p3**, the other conditions above coincide exactly with those of RPB. In fact, we can show that **p3** replaces (and extends) the commutation rule \([a, b] = \mathbb{I}\), which is recovered
if $\epsilon_n = n$. Indeed in this case from (3.5) we deduce that $b\Phi_n = \sqrt{n+1}\Phi_{n+1}$ and $a^\dagger \eta_n = \sqrt{n+1}\eta_{n+1}$, while hypothesis (3.6) implies that $a\Phi_n = \sqrt{n+1}\Phi_{n+1}$ and $b^\dagger \eta_n = \sqrt{n+1}\eta_{n+1}$. Hence $[a, b] \Phi_n = \Phi_n$, for all $n \geq 0$, so that, being $\mathcal{F}_\Phi$ a basis because of assumption $p4$, $[a, b] = \mathbb{I}$ follows.

This last remark shows that NLPB are indeed extensions of PB. Hence similar results are expected. Indeed, let us introduce the following (not self-adjoint) operators:

$$M = ba, \quad \mathfrak{M} = M^\dagger = a^\dagger b^\dagger. \quad (3.7)$$

Then we can check that $\Phi_n \in D(M) \cap D(b)$, $\eta_n \in D(\mathfrak{M}) \cap D(a^\dagger)$, and, more than this, that

$$b\Phi_n = \sqrt{\epsilon_{n+1}}\Phi_{n+1}, \quad a^\dagger \eta_n = \sqrt{\epsilon_{n+1}}\eta_{n+1}, \quad (3.8)$$

which is a consequence of definitions (3.5), see also Remark (3) above, as well as

$$M\Phi_n = \epsilon_n \Phi_n, \quad \mathfrak{M}\eta_n = \epsilon_n \eta_n. \quad (3.9)$$

These eigenvalue equations have a very important consequence, close to that deduced for PB: the vectors in $\mathcal{F}_\Phi$ and $\mathcal{F}_\eta$ are mutually orthogonal. More explicitly,

$$\langle \Phi_n, \eta_m \rangle = \delta_{n,m}, \langle \Phi_0, \eta_0 \rangle \quad (3.10)$$

The proof of this equation does not differ significantly from that for RPB, and will not be given here.

Let us now consider the following condition:

$p3'$. The vectors $\Phi_n$ and $\eta_n$ defined in (3.5) satisfy (3.10).

Then it is possible to check that conditions $\{p1, p2, p3, p4\}$ are equivalent to $\{p1, p2, p3', p4\}$. We see that $p5$ plays no role here. In one direction the implication is clear: each NLPB satisfies $p3'$. Viceversa, suppose $\{p1, p2, p3', p4\}$ are satisfied. Then, using (3.8) and (3.10), we have $\langle a\Phi_n, \eta_k \rangle = \langle \Phi_n, a^\dagger \eta_k \rangle = \sqrt{\epsilon_{k+1}} \langle \Phi_n, \eta_{k+1} \rangle = \sqrt{\epsilon_{k+1}} \delta_{n,k+1} \langle \Phi_0, \eta_0 \rangle$. On the other hand, since $\mathcal{F}_\Phi$ is a basis for $\mathcal{H}$, we can expand $a\Phi_n$ as follows: $a\Phi_n = \sum_l d_l^{(n)} \Phi_l$, where the coefficients depend in general on both $n$ and $l$. In particular, since $a\Phi_0 = 0$, $d_l^{(0)} = 0$ for all $l$. Then, using again (3.10), we get $\langle a\Phi_n, \eta_k \rangle = \sum_l d_l^{(n)} \langle \Phi_l, \eta_k \rangle = d_k^{(n)} \langle \Phi_0, \eta_0 \rangle$. Hence $d_k^{(n)} = \sqrt{\epsilon_{k+1}} \delta_{n,k+1}$ and, consequently, $a\Phi_n = \sqrt{\epsilon_n} \Phi_{n-1}$, which is the first equation in (3.6). The second equation can be deduced in a similar way: then, $p3$ is recovered. In the following, therefore, we can use $p3$ or $p3'$ depending of which is more convenient for us.
Carrying on our analysis on the consequences of the definition on NLRPB, and in particular of \( p4 \), we rewrite this assumption in bra-ket formalism as

\[
\sum_n |\Phi_n><\eta_n| = \sum_n |\eta_n><\Phi_n| = \mathbb{1},
\]

(3.11)

while \( p5 \) implies that the operators \( S_{\Phi} := \sum_n |\Phi_n><\Phi_n| \) and \( S_{\eta} := \sum_n |\eta_n><\eta_n| \) are positive, bounded, and invertible. Notice that these definitions are the right ones if \( \langle \Phi_0, \eta_0 \rangle = 1 \), which we will assume from now on, otherwise an extra normalization factor should be considered. Moreover, as in [1], it is possible to show that \( S_{\Phi} = S_{\eta}^{-1} \). The new fact is that the operators \( a \) and \( b \) do not, in general, satisfy any simple commutation rule. Indeed, we can check that, for all \( n \geq 0 \),

\[
[a, b|\Phi_n] = (\epsilon_{n+1} - \epsilon_n) |\Phi_n|
\]

(3.12)

which returns (2.1) for \( d = 1 \) if \( \epsilon_n = n + \alpha \), for any real \( \alpha \) but not in general. Moreover, we can also deduce that \([b^\dagger, a^\dagger]|\eta_n] = (\epsilon_{n+1} - \epsilon_n) |\eta_n] \).

In [5] we have shown that any RPB is, in a certain sense, related to ordinary bosons. We extend here this result, showing that to each NLRPB can be associated a family of non-linear bosons and a bounded operator with bounded inverse. More in details we have

**Theorem 2** Let \((a, b, \{\epsilon_n\})\) be a family of NLRPB. Then there exist a positive operator \( T \in B(\mathcal{H}) \), with bounded inverse, an operator \( c \) on \( \mathcal{H} \), and an o.n. basis \( \mathcal{F}_\Phi = \{\Phi_n\} \) of \( \mathcal{H} \), with \( \Phi_n \in D(c) \cap D(c^\dagger) \), \( \forall n \geq 0 \), such that

\[
[c, c^\dagger]\Phi_n = (\epsilon_{n+1} - \epsilon_n) \Phi_n,
\]

(3.13)

and

\[
a = TcT^{-1}, \quad b = Tc^\dagger T^{-1}.
\]

(3.14)

Viceversa, let us consider an operator \( c \), an o.n. basis of \( \mathcal{H} \), \( \mathcal{F}_\Phi = \{\Phi_n\} \), and a sequence \( \{\epsilon_n\} \) such that \( 0 = \epsilon_0 < \epsilon_1 < \cdots \). Let us assume that, for all \( n \), \( c\Phi_n = \sqrt{\epsilon_n} \Phi_{n-1} \). Then any positive bounded operator \( T \), with bounded inverse, produce two operators \( a \) and \( b \) as is (3.14) such that \((a, b, \{\epsilon_n\})\) is a family of NLRPB.

The proof of this theorem is not significantly different from that for RPB given in [5], and therefore will not be given here. Once again, the operator \( T \) cited above is nothing but the operator \( S_{\Phi}^{1/2} \), where \( S_{\Phi} \), already introduced above, is the frame operator of the Riesz basis \( \mathcal{F}_\Phi \). If \( p5 \) is not assumed (i.e. if we consider NLPB which are not regular), \( \mathcal{F}_\Phi \) is no longer a Riesz
basis and, as a consequence, $S_\Phi$ is an unbounded operator with unbounded inverse, in general. In [5] we have considered this problem as well, and we have shown that a similar result can be stated also in these milder conditions. We claim that a similar extension also holds in the present context, but we will postpone the details of this analysis to a future paper. As for the nature of the operators $a$, $b$ and $c$ involved here we can prove easily the following.

**Corollary 3** Let $(a, b, \{\epsilon_n\})$ be a family of NLRPB with $\sup_n \epsilon_n = \infty$. Then the operators $a$ and $b$ are unbounded.

**Proof** – Our previous theorem shows that, starting from $(a, b, \{\epsilon_n\})$, we can construct a third operator $c$ and an o.n. basis $F^\Phi = \{\hat{\Phi}_n\}$ such that $c\hat{\Phi}_n = \sqrt{\epsilon_n}\Phi_{n-1}$. This implies, in particular, that $\|c\hat{\Phi}_n\|^2 = \epsilon_n$, so that

$$\|c\| = \sup_{\|f\| = 1} \|cf\| \geq \sup_n \|c\hat{\Phi}_n\| = \sup_n \sqrt{\epsilon_n} = \infty.$$ 

Then, since $a$ and $c$ are related as in (3.14), it is clear that $a$ is unbounded as well. The same conclusion applies for $b$. $\Box$

An important feature of PB is the existence of an operator which intertwines between $N$ and $\mathfrak{R}$, see (2.8). The same intertwining relations can be deduced also in this framework: let us call $M_0 = c^\dagger c$. Then, if we work under the assumption of Theorem 2, we deduce easily that

$$TM = TM_0, \quad MT = T^2 \mathfrak{R},$$

which also imply, recalling that $T^{-1}$ exists in $\mathcal{H}$, also that $MT^2 = T^2 \mathfrak{R}$.

**IV Examples**

This section is devoted to some examples of our framework. We begin with something directly related to non-linear coherent states. Then we discuss an example in a finite-dimensional Hilbert space. After that we construct a general (and quite abstract) strategy which produces NLRPB. We end this section showing how quons fit into our settings.

**IV.1 A first class of examples**

Let $a$ and $b$ be two operators satisfying Assumptions 1-4 of Section II, and let us define two new operators $A := a$ and $B := f(N)b$, where $N = ba$ and $f(x)$ is a sufficiently regular function...
of $x$ like, for instance, an odd polynomial in $x$. We have also to require that $f(0) = 0$ and that $f(x) \geq 0$ for $x \geq 0$. We will always assume in the following that our formulas make sense, and we will add some comments when needed. It is clear that $[A, B] \neq \mathbb{I}$ in general. It is interesting to consider the simplest case: $f(N) = N$. In this case the commutators of $A$, $B$ and $N$ close: $[A, B] = 2N + \mathbb{I}$, $[N, A] = -A$, $[N, B] = B$, but this is not true for other choices of $f$.

Let us see now if $p1$-$p5$ are satisfied or not. First of all it is possible to check that, if we put $\Phi_0 = \varphi_0$, where $\varphi_0$ is the one in Assumption 1, then $A\Phi_0 = 0$ and $\Phi_0 \in D^{\infty}(B)$. The first equality is obvious. The second follows from the following identity:

$$B^n\Phi_0 = [f(n)]!\sqrt{n!}\varphi_n,$$  \hspace{1cm} (4.1)

for all $n \geq 0$. Here $\varphi_n = \frac{n^n}{\sqrt{n!}}\varphi_0$, see Section II, and $[f(n)]! = f(1)f(2)\cdots f(n)$. The proof of this result goes via induction on $n$. Since, by construction, each $\varphi_n$ is in $\mathcal{H}$, then (4.1) implies that the vectors $\Phi_n = \frac{1}{\sqrt{\epsilon_n}}B^n\Phi_0 = [f(n)]!\sqrt{\epsilon_n!}\varphi_n$ are also well defined in $\mathcal{H}$ for all $n \geq 0$ and for all possible choices of $\epsilon_n$.

As for $p2$, if we introduce a vector $\eta_0 = \Psi_0$, we see that $B^\dagger\eta_0 = b^\dagger f(\mathfrak{R})\Psi_0 = 0$ since $\mathfrak{R}\Psi_0 = 0$ and $f(0) = 0$. Moreover, $\eta_0 \in D^{\infty}(A^\dagger)$. In fact we have, for all $n \geq 0$, $A^{\dagger n}\eta_0 = \sqrt{n!}\Psi_n$. Then we put $\eta_n = \frac{1}{\sqrt{\epsilon_n}}A^{\dagger n}\eta_0 = \sqrt{\frac{n!}{\epsilon_n!}}\Psi_n$, which are well defined vectors in $\mathcal{H}$ for all $n \geq 0$ and for all possible choices of $\epsilon_n$.

General reasons now imply that the families $\mathcal{F}_\Phi = \{\Phi_n, n \geq 0\}$ and $\mathcal{F}_\eta = \{\eta_n, n \geq 0\}$ should be biorthogonal: $\langle \Phi_n, \eta_m \rangle = \delta_{n,m} \langle \Phi_0, \eta_0 \rangle$. This produces some constraint on the possible choices of $\epsilon_n$. It is in fact easy to check that $\langle \Phi_n, \eta_m \rangle = \frac{n!f(n)!}{\epsilon_n!}\delta_{n,m} \langle \Phi_0, \eta_0 \rangle$, so that the previous biorthogonality is recovered choosing $\epsilon_n = nf(n)$, but not in general. With this choice we deduce that

$$\Phi_n = \sqrt{[f(n)]!}\varphi_n, \quad \eta_n = \frac{1}{[f(n)]!}\Psi_n,$$  \hspace{1cm} (4.2)

for all $n \geq 0$. A simple computation now shows that

$$A\Phi_n = a\sqrt{[f(n)]!}\varphi_n = \sqrt{[f(n)]!}\sqrt{n}\varphi_{n-1} = \sqrt{[f(n)]!}\sqrt{n}\frac{\Phi_{n-1}}{\sqrt{[f(n-1)]!}} = \sqrt{\epsilon_n}\Phi_{n-1}$$

and, analogously, that

$$B^\dagger\eta_n = \sqrt{\epsilon_n}\eta_{n-1}$$

for all $n \geq 0$. Hence $p3$ is also satisfied. Condition $p4$ is clearly also satisfied since the two sets $\mathcal{F}_\Phi$ and $\mathcal{F}_\eta$ are proportional to the bases $\mathcal{F}_\varphi$ and $\mathcal{F}_\psi$, respectively. But we do not expect in general these sets to be also Riesz bases, due to the presence of $\sqrt{[f(n)]!}$ in the normalization of $\Phi_n$. If we could know that $\|\varphi_n\|$ doesn’t go to zero for $n \to \infty$, then we could
conclude that $\mathcal{F}_\Phi$ is not a Riesz basis. However, this is not the case, in general. So we can only claim that there are indications suggesting that $p_5$ is not satisfied.

Let us now introduce the operators $M = BA = f(N)N$ and $M = M^\dagger = M^f(\mathfrak{M})$. Then $M\Phi_n = \epsilon_n\Phi_n$ and $M\eta_n = \epsilon_n\eta_n$, for all $n \geq 0$. Finally, we have (formally, in general),

$$\begin{align*}
S_\Phi &= \sum_{n=0}^{\infty} |\Phi_n><\Phi_n| = \sum_{n=0}^{\infty} |f(n)|\!|\varphi_n><\varphi_n|, \\
S_\eta &= \sum_{n=0}^{\infty} |\eta_n><\eta_n| = \sum_{n=0}^{\infty} \frac{1}{|f(n)|!} |\psi_n><\psi_n|,
\end{align*}$$

as well as

$$\sum_{n=0}^{\infty} |\Phi_n><\eta_n| = \sum_{n=0}^{\infty} |\eta_n><\Phi_n| = \mathbb{1},$$

and $S_\Phi = S_\eta^{-1}$. Also, using $M = \sum_{n=0}^{\infty} \epsilon_n |\Phi_n><\eta_n|$ and $\mathfrak{M} = \sum_{n=0}^{\infty} \epsilon_n |\eta_n><\Phi_n|$, we can easily check that $MS_\Phi = S_\Phi M$.

**IV.2 Extensions of this example**

In [15] and in many other papers, non linear coherent states have been obtained replacing $a$ and $a^\dagger$, $[a, a^\dagger] = \mathbb{1}$, with $A = ah(\hat{n})$ and $A^\dagger = h(\hat{n})a^\dagger$, where $\hat{n} = a^\dagger a$ and $h(x)$ is a sufficiently regular function. In analogy with that, we now define the self-adjoint operator $H_1 = A^\dagger A = h(\hat{n})^3\hat{n}$. By introducing two new operators $B = h(\hat{n})^2 a^\dagger$ and $A = a$ the hamiltonian can be rewritten as $H_1 = BA$, and this appears to be a special case of the example in IV.1, with $f(x)$ replaced by $h^2(x)$ and $b = a^\dagger$. Hence, if $h(0) = 0$, we are sure that our previous results hold and conditions $p_1$-$p_4$ of Section III are satisfied.

The same conclusions also hold if we define $A$ and $B$ as $B = h(\hat{n})^2 b$ and $A = a$, where $[a, b] = \mathbb{1}$ and where Assumptions 1-4 of Section II are satisfied for $a$ and $b$: we are back to NLPB, not necessarily regular.

The last easy extension we want to discuss here arise from a given similarity transformation: let $A$ and $B$ be non-linear pseudo-bosonic operators satisfying $p_1$-$p_5$, and let $S$ be a bounded, self-adjoint operator. Then, if we define $\hat{A} = e^S A e^{-S}$ and $\hat{B} = e^S B e^{-S}$, the same properties are satisfied. It is enough to introduce $\hat{\Phi}_0 = e^S \Phi_0$ and $\hat{\eta}_0 = e^{-S} \eta_0$, which are well defined due to our assumptions on $S$. Moreover, it is easy to check that, not surprisingly, $\hat{\Phi}_n = e^S \Phi_n$ and $\hat{\eta}_n = e^{-S} \eta_n$, for all $n \geq 0$. Needless to say, also the other properties are satisfied. It should be mentioned that if we don’t require $S$ to be bounded, then the situation becomes less regular since, for instance, the set of vectors $\{e^S \Phi_n\}$ is not a Riesz basis of $\mathcal{H}$. 
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IV.3 An example in a finite dimensional Hilbert space

In many papers, [14], examples of pseudo-symmetric quantum mechanics are considered in finite dimensional Hilbert spaces. The reason is clear: every operator and every vector can be explicitly constructed and the assumptions are easily checked. For this same reason we construct now such an example.

Let $H = \mathbb{C}^2$ be our Hilbert space and let us consider the following matrices on $H$

$$A = \begin{pmatrix} -1 & \beta \\ -\frac{1}{\beta} & 1 \end{pmatrix}, \quad B = \begin{pmatrix} -1 & \delta \\ -\frac{1}{\delta} & 1 \end{pmatrix},$$

where $\beta, \delta$ are real quantities and $\beta \neq \delta$ to prevent the two matrices to commute. It is easy to check that two non zero vectors $\Phi_0$ and $\eta_0$ do exist such that $A\Phi_0 = B^\dagger \eta_0 = 0$. These vectors are $\Phi_0 = y \begin{pmatrix} \beta \\ 1 \end{pmatrix}$ and $\eta_0 = w \begin{pmatrix} 1 \\ -\delta \end{pmatrix}$, where $y$ and $w$ are normalization constants which we take real and satisfying $yw(\beta - \delta) = 1$. It is clear that we can act with any power of $B$ on $\Phi_0$ and with any power of $A^\dagger$ on $\eta_0$. Hence $p_1$ and $p_2$ are satisfied. For all possible positive choices of $\epsilon_0$ (recall that $\epsilon_0$ must be zero), we can define

$$\Phi_1 = \frac{1}{\sqrt{\epsilon_1}} B \Phi_0 = \frac{y}{\sqrt{\epsilon_1}} \begin{pmatrix} \delta - \beta \\ -\frac{\beta}{\delta} + 1 \end{pmatrix}, \quad \eta_1 = \frac{1}{\sqrt{\epsilon_1}} A^\dagger \eta_0 = \frac{w}{\sqrt{\epsilon_1}} \begin{pmatrix} \frac{\delta}{\beta} - 1 \\ \beta - \delta \end{pmatrix}.$$

It is easy to check that both $F_\Phi = \{\Phi_0, \Phi_1\}$ and $F_\eta = \{\eta_0, \eta_1\}$ are linearly independent in $H$, if $\beta \neq \delta$. Hence they are bases. More than this: they are Riesz bases, since they can be obtained from the canonical o.n. basis of $H$ via the action of two bounded operators with bounded inverses. It is also easy to check that $\langle \Phi_0, \eta_1 \rangle = \langle \Phi_1, \eta_0 \rangle = 0$, so that the sets $F_\Phi$ and $F_\eta$ are biorthogonal.

Formula (3.6) now fixes the form of $\epsilon_1$. Indeed it is possible to check that, while $A\Phi_0 = B^\dagger \eta_0 = 0$ by construction, $A\Phi_1 = \sqrt{\epsilon_1} \Phi_0$ and $B^\dagger \eta_1 = \sqrt{\epsilon_1} \eta_0$ only if $\epsilon_1 = -\frac{1}{\beta \delta} (\beta - \delta)^2$. With this choice, calling

$$M = BA = \begin{pmatrix} 1 - \frac{\delta}{\beta} & \delta - \beta \\ \frac{1}{\beta} - \frac{1}{\beta} & -\frac{\beta}{\delta} + 1 \end{pmatrix}, \quad \mathfrak{M} = A^\dagger B^\dagger = \begin{pmatrix} 1 - \frac{\delta}{\beta} & \frac{1}{\beta} - \frac{1}{\beta} \\ \delta - \beta & -\frac{\beta}{\delta} + 1 \end{pmatrix},$$

it is easy to check that $M\Phi_k = \epsilon_k \Phi_k$ and $\mathfrak{M}\eta_k = \epsilon_k \eta_k$, $k = 0, 1$. It is also easy to compute $[A, B]$, which is different from zero if $\delta \neq \beta$ and is never equal to the identity operator. Also, the resolution of the identity $\sum_{k=0}^1 |\Phi_k\rangle < \eta_k \rangle \mathbb{I}$ holds true and we further find

$$S_\Phi = \sum_{k=0}^1 |\Phi_k\rangle < \Phi_k \rangle = y^2 \begin{pmatrix} \beta(\beta - \delta) & 0 \\ 0 & 1 - \frac{\beta}{\delta} \end{pmatrix}.$$
and
\[ S_n = \sum_{k=0}^{\frac{1}{\delta}} |\eta_k><\eta_k| = w^2 \begin{pmatrix} 1 - \frac{\delta}{\beta} & 0 \\ 0 & \delta(\delta - \beta) \end{pmatrix}. \]

A direct computation finally shows that \( S_\Phi = S_n^{-1} \) and that, as in the previous example, \( MS_\Phi = S_\Phi M \).

**IV.4 A general class of examples**

Let \( H \) be a self-adjoint hamiltonian with eigenvectors \( \Psi_n \) and corresponding eigenvalues \( \epsilon_n \).

We assume that \( \mathcal{F}_\Psi = \{\Psi_n, n \geq 0\} \) is an o.n. basis of \( \mathcal{H} \) and that \( 0 = \epsilon_0 < \epsilon_1 < \epsilon_2 < \ldots \).

We can introduce two operators, \( a \) and \( a^\dagger \), via their actions on \( \mathcal{F}_\Psi \):
\[ a\Psi_n = \sqrt{\epsilon_n} \Psi_n - 1 \text{ and } a^\dagger\Psi_n = \sqrt{\epsilon_n + 1} \Psi_{n+1}, \quad n \geq 0. \]

Notice that this second equation follows from the first one and from the orthonormality of \( \mathcal{F}_\Psi \). Then \( H = a^\dagger a \).

In bra-ket terms these operators can be written as
\[ a = \sum_{n=1}^{\infty} \sqrt{\epsilon_n} |\Psi_{n-1}><\Psi_n|, \quad a^\dagger = \sum_{n=0}^{\infty} \sqrt{\epsilon_{n+1}} |\Psi_{n+1}><\Psi_n|, \quad H = \sum_{n=0}^{\infty} \epsilon_n |\Psi_n><\Psi_n|. \]

As in Section IV.2 we can now construct NLPB via similarity operators. Hence, let \( S \) be a bounded, self-adjoint operator with bounded inverse \( S^{-1} \). Then, calling \( A = SaS^{-1} \) and \( B = Sa^\dagger S^{-1} \), the triple \( (A, B, \{\epsilon_n\}) \) produce NLRPB. In this case it is enough to take \( \Phi_0 = S\Psi_0 \) and \( \eta_0 = S^{-1}\Psi_0 \). Properties \( p1-p5 \) are trivially satisfied. A particularly simple choice of \( S \) is
\[ S = \sum_{n=0}^{\infty} s_n |\Psi_n><\Psi_n|, \quad 0 < s_0 \leq s_n \leq \beta < \infty \text{ for all } n. \]

Any such sequence produce a different \( S \) and, as a consequence, different NLRPB.

**IV.5 Quons**

Let \( c \) and \( c^\dagger \) satisfy the q-mutator \([c, c^\dagger]_q := c c^\dagger - q c^\dagger c = 1 \). Here \( q \in [-1, 1] \). These operators where introduced in [16] and analyzed along the years by several author. Recently they have also been used in connection with the theory of intertwining operators in [17]. Let \( \varphi_0 \) be the vacuum of \( c: c\varphi_0 = 0 \). In [16] it is proved that the eigenstates of \( N_0 = c^\dagger c \) are analogous to the bosonic ones, but for the normalization. More in details, putting
\[ \varphi_n = \frac{1}{\beta_0 \cdots \beta_{n-1}} c^n \varphi_0, \quad n \geq 0, \]
we have \( N_0\varphi_n = \epsilon_n \varphi_n \), with \( \epsilon_0 = 0 \), \( \epsilon_1 = 1 \) and \( \epsilon_n = 1 + q + \cdots + q^{n-1} \) for \( n \geq 1 \). Also, the normalization is found to be \( \beta_n^2 = 1 + q + \cdots + q^n \), for all \( n \geq 0 \). Hence \( \epsilon_n = \beta_{n-1}^2 \) for
all \( n \geq 1 \). The set of the \( \varphi_n \)'s spans the Hilbert space \( \mathcal{H} \) and they are mutually orthonormal: 
\[ \langle \varphi_n, \varphi_k \rangle = \delta_{n,k}. \]
Moreover, we also have
\[ c \varphi_n = \beta_{n-1} \varphi_{n-1} = \sqrt{\epsilon_n} \varphi_{n-1}, \quad (4.4) \]
which also implies that \( c^\dagger \varphi_n = \sqrt{\epsilon_{n+1}} \varphi_{n+1} \), for all \( n \geq 0 \). We now introduce a non necessarily self-adjoint operator \( S \), which here we take bounded for simplicity. Then, via similarity, we define
\[ A = e^S c e^{-S}, \quad B = e^S c^\dagger e^{-S}, \quad \Phi_0 := e^S \varphi_0 \text{ and } \eta_0 = e^{-S} \varphi_0. \]
Hence, conditions \( p1-p5 \) are satisfied.

Let us now take, as an example, \( S \equiv N_0 \). Then \( S \) is self-adjoint and bounded. Indeed, assuming for simplicity that \( 0 < q < 1 \), we find that \( \|N_0\| \leq \frac{1}{1-q} \). The operators \( A \) and \( B \) can be computed explicitly and we find that
\[ A = e^{N_0} c e^{-N_0} = e^{N_0(1-q)} c, \quad B = e^{N_0} c^\dagger e^{-N_0} = c^\dagger e^{1+N_0(q-1)}. \]
Moreover, since \( \varphi_n \) are eigenstates of \( N_0 \), we also deduce that \( \Phi_n = e^{\epsilon_n} \varphi_n \text{ and } \eta_n = e^{-\epsilon_n} \varphi_n \), for all \( n \geq 0 \). It is clear that the related sets \( \mathcal{F}_\Phi \) and \( \mathcal{F}_\eta \) are biorthonormal and, due to the fact that for all \( n \geq 0 \) we have \( 1 \leq \epsilon_n < \frac{1}{1-q} \), \( \mathcal{F}_\Phi \) and \( \mathcal{F}_\eta \) are Riesz bases of \( \mathcal{H} \).

V Conclusions

We have shown that the notions of pseudo-bosons and regular pseudo-bosons can be generalized in order to include in our new settings operators with a discrete spectrum which is not linear in the occupation number. Surprisingly the main features of our previous construction do not change significantly: again biorthonormal bases of \( \mathcal{H} \), which sometimes are Riesz bases, are recovered. These bases are eigenstates of two non self-adjoint operators related by an intertwining operator. We have also shown that this generalization is of the same kind which produces, starting from coherent states, the so-called non linear coherent states. Finally, we have discussed how and why quons fit very naturally within this settings.
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